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ABSTRACT: Conventional AR-IoT applications only specialize in the localized area for the on-site application that 

visualizes data using textual environments which do not promote the user’s sensorial perception and interaction. An 

experimental investigation was conducted to explore the ability of AR as support to off-site IoT monitoring data visualization, 

called “AR-Simulasi”. The main purpose of this research aimed to develop a remote monitoring device using an AR 

visualization approach. The developed remote monitoring is applied to an algorithm to remote AR by using a monitoring 

application system and the efficiency of the AR-Simulasi Apps was analyze. The results reveal that the efficiency in data 

transfer is 10.4% based on the time delay comparison. Referring to multiple previous studies, any IoT devices with a time delay 

of less than 250ms would be considered to be successfully established and reliable for further utilization. Based on the results 

of the efficiency analysis, AR-Simulasi has been proven to be a reliable AR-IoT application.  
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1. INTRODUCTION 
The embodiment of Augmented Reality (AR) for the 

industrial revolution 4.0 (IR4.0) has got a lot of attention over 

the last decade as a medium that is scalable, flexible, and 

allows for more human-digital interactions [1–3]. Because of 

its versatility and intelligent interface, Virtual Reality, and the 

Internet of Things (IoT) have sparked interest in many 

industrial sectors in recent technology [4]. AR is also coming 

into view in terms of its applicability in assistive systems, 

thanks to growing scientific and commercial interest and 

regular launches of new products [5–7].  

The development of AR-IoT incorporates Augmented Reality 

(AR) and Internet of Things (IoT) systems. This application 

of AR-IoT is partially a continuation of the previously 

adapted IoT system for temperature detection smartphone 

devices [8]. Researchers have used AR technology in a few 

environments, including education, farming, manufacturing, 

and more. AR has previously been used for entertainment 

purposes, such as social media filters, gaming, and 

commercials. With advances in ICT technology, modern 

devices with higher resolution and faster response times can 

be used to produce reliable results in an efficient space [1, 9].  

For off-site IoT monitoring, the integration with AR 

technology is still minimum. One example is in "IoT-

monitoring", where the use of textual components such as 

texts, numbers, and graphical information to visualize data 

[10]. IoT monitoring systems were also introduced by 

healthcare professionals to replace ward rounds and use smart 

sensors and smartphone devices to track patients in the 

hospital to save time and receive emergency alerts faster [3, 

11–13]. Aside from that, IoT monitoring has become 

increasingly popular in recent years for a variety of purposes, 

including agriculture, healthcare, manufacturing, and 

education [10, 14–16]. Most AR-IoT applications depend on 

image processing. In this case, the user must scan using 

camera projection, and the information will be superimposed 

over the scanned object in their devices' AR area [17].  

By developing an AR simulation, AR was integrated into off-

site IoT monitoring in this report. AR simulation, by 

definition, is a real-time animation that is in harmony with 

the motions of a real machine. The contact between smart 

sensors, cloud communication, and the apps activated the 

simulation's movement engagements. This necessitates the 

use of MQTT to communicate between various devices [18].  

The main aim of this paper is to see whether an off-site AR-

IoT monitoring application can be developed instead of an 

on-site one. Aside from that, the development of the 

application shall be applied with the coding algorithm to 

analyze the efficiency of the AR Simulation application. 

2. METHODOLOGY 
The development of the system involves several sections. The 

first section is the data transfer between the real process and 

the cloud. While the second section would be data transfer 

between the cloud and the AR virtual process, where the 

simulation of AR can be observed. To execute the algorithm 

of data transfer, it must first be tested on a relevant case 

study. The case study chosen for this AR-IoT simulation is a 

simple conveyor for the color sorting process.  This case 

study was chosen due to the simplicity of this process to able 

to re-create it like a virtual simulation of the real process in 

AR projection in the next section of this paper. The setup of 

the conveyor machine for the case study is as in figure (1) 

below. 

 
Fig (1) Material handling process as a case study 
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Figure (1) shows a conveyor machine that was used for the 

color sorting system. It has been programmed to sort out 

wooden colored cubes into three different color groups, 

which were red, yellow, blue, and unknown. The color 

sorting process was developed using the ESP32 itself, with 

the help of the TSC3200 color sensor.  

Data transfer between real process and cloud was established 

initially by re-designing the real machine, which is as in 

figure (1), in CAD form. The CAD version of the machine is 

then converted to .obj format to enable it to be imported into 

Unity 3D software. Unity 3D software is the tool that was 

used to create the AR Simulation of the real process, herewith 

called the virtual process.  

The proposed setup of the IoT devices is by using a TSC3200 

color sensor for color sensing. The microcontroller used to 

collect data from the color sensor is ESP32. To integrate 

linear actuators, motor drivers needed to be included in the 

setup. The full setup is as in figure (2) below. 

 

 
Fig (2) IoT devices setup on the machine 

 

Figure (2) shows the IoT devices that include (c) ESP32 as a 

microcontroller, (a) TSC3200 color sensor, and (b) motor 

drivers were attached to the real process to obtain the real-

time data of the process while it was running. This IoT setup 

was chosen due to the  

While the framework for the connection between the real 

conveyor process and the cloud system was then developed. 

The algorithm was separated into two mediums, which is the 

real conveyor process and the second medium is the ESP32 

with cloud data transfer. The first medium shows the 

algorithm for color sorting system in real conveyor process, 

and how it transmits its data of color detected to the external 

source. There were two exported data which are from the 

color sensor, and another is from the linear actuator signals. 

The setup can be seen as in figure (3). The information sent 

from the first medium was received and stored by the cloud, 

using the MQTT communication scheme as in figure (4) 

below. 

 

 
Fig (3) Schematic framework of real-world conveyor 

 
Fig (4) Schematic framework of ESP32 and cloud storage when 

data were received from real word conveyor. 

The framework was used as a benchmark to create the 

programming algorithm. The programming algorithm is 

needed to establish the system proposed by the framework. 

The programming uses the C++ language in Arduino IDE 

software. Both programming for the color sorting process and 

external cloud data transfer were programmed using this 

method. Therefore, the algorithm that initiates the 

establishment of the data transfer is as in figure (5) below.  

 

(a) 

(b) 

(c) 
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Fig (5) Algorithm of the real process to cloud storage data 

transfer 

Figure (5) shows the flow of data transfer from the real world 

conveyor process, to the cloud. It begins with the definition 

of input pins, where the color sensor and microcontroller 

were plugged into those recognized pins. Then, the internet 

connection details were needed to be inserted into the code. 

The development process proceeds with the testing and 

analysis of the connection. To do so, the connection was 

tested during the data transfer, to see if the data were sent 

from the real process to the cloud system, in the AWS-IoT 

cloud server.  

 

 
Fig (6) Algorithm of the real process to cloud storage data 

transfer 

The diagram in figure (6) shows the observable connectivity 

from the AWS-IoT server. It shows the established 

connection between ESP32 and the cloud AWS system, by 

using MQTT as the means of communication between the 

two mediums.  

 

 
Fig (7) Algorithm of the real process to cloud storage data 

transfer 

 

Diagram in figure (7) above shows that the data transfer was 

established, by being able to see the "Connect" and "Ping" as 

in the figure. The yellow dot stands for the "Publish" which 

means the data from ESP32 were published in the cloud 

AWS system, and thus, the purple dot suggests that the two 

mediums were successfully subscribed to each other for 

further data transfer. 

Once the connection between the first two mediums was 

successful, the development of the 2
nd

 and 3
rd

 mediums was 

established. In which, the data transfer between the cloud 

service, to the AR Simulation process.  

 

 
Fig (8) Scene preview of virtual conveyor in Unity with vector 

points visualization 

Figure (8) above shows the imported CAD design of the 

material handling machine, into the Unity scene for 

simulation development. The simulation development 

involves the integration between simple animation for 
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movements, and also programming algorithms for receiving 

real-time data and performing the animations, which is the 

most crucial part of the AR simulation.  

 

 
Fig (9) Algorithm of the real process to cloud storage data 

transfer 

 

The programming algorithm is as in figure (9) above. Which 

is the continuation of the framework in figure (4) from the 

cloud data transfer section. Therefore, it explains that the 

real-time data obtained in the cloud were then transferred into 

Unity sketch, where the AR simulation was built.  

Marker is the target image for the projection of the AR virtual 

conveyor in Unity [19]. AR marker is a two-dimensional 

image that is used to trigger augmented reality experiences. It 

has been used to monitor, orient, and position augmented 

reality projections, enabling users to place AR objects and 

contents in the real world. Instead of the greyish stuff, 

multiple colors can now be set as the AR marker in the latest 

version of AR Base.  

 

 
Fig (10) AR marker imported in Unity Scene 

Figure (10) above shows the AR marker used for the 

projection of AR simulation. The AR marker was created in 

the vuforia website, and then the unique code was copied into 

the build section in Unity 3D software to retrieve the marker 

in the scene as shown above. 

The final stage of the development is then by exporting the 

project as a smartphone application. The OS used for this 

paper is android, due to the developmental environment 

which is windows OS, therefore it is easier to be exported to 

android. However, it can also be exported for IOS and other 

OS as well.  

 

3. RESULTS AND DISCUSSION  
The development of real-time AR Simulation was initiated by 

the development of the AR Simulation Apps as in figure (11) 

below. 

 

       
 

Fig (11) (a) First-person and (b) second-person point of view of 

AR Simulation Apps from an Android phone 

The screenshot in Figure (11) is from the Android phone that 

was used to run the AR Simulation Apps. The device's 

camera was used to scan the AR marker. Then, on top of the 

AR marker, the virtual conveyor appeared. When using the 

(a) (b) 
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apps, the AR appearance was projected on top of the AR 

marker as desired. On the phone's screen, the AR conveyor 

was clearly visible.  

For each operation that occurs during the color sorting 

process, a collection of timestamps was obtained. In the 

Unity console and the IDE serial monitor, timestamps were 

taken for each event. The data is then compared to real-world 

conveyor timing that was captured when watching the 

mechanism in action. The virtual conveyor's Apps data is 

represented by the Unity console, while the rawest IoT 

monitoring data is represented by the data from the IDE serial 

display. Due to its direct link to ESP32, which controls the 

sensors and linear actuators, IDE monitor data is the baseline 

IoT monitoring data. As a result, commands from the IDE 

monitor data will be received by any IoT monitoring 

program.  

 

Table (1) Table of real-time timestamps data recorded 

Qty IDE Console Unity Console 
Delay 

(  ) 
1 14:16:18:712 14:16:18:920 208 

2 14:16:25:520 14:16:25:750 230 

3 14:16:35:689 14:16:35:956 230 

4 14:16:41:685 14:16:41:885 200 

5 14:16:50:520 14:16:50:720 200 

6 14:16:57:720 14:16:57:948 228 

7 14:17:07:625 14:17:07:958 240 

8 14:17:14:723 14:17:14:925 202 

9 14:17:40:712 14:17:40:925 213 

10 14:17:45:625 14:17:45:850 225 

11 14:17:53:698 14:17:53:902 204 

12 14:18:00:723 14:18:00:925 202 

13 14:18:07:625 14:18:07:852 227 

14 14:18:15:520 14:18:15:820 230 

15 14:18:29:720 14:18:29:923 203 

16 14:18:36:625 14:18:36:855 230 

17 14:18:43:720 14:18:43:951 231 

18 14:18:50:723 14:18:50:956 233 

19 14:18:57:712 14:18:57:927 215 

20 14:19:15:698 14:19:15:987 237 

Average Delay (  ) 219 

 

Table (1) shows the recorded real-time data during the color 

sorting process in the real process of the material handling 

machine. There were two sets of timestamps that were 

recorded which are from the real process and from the virtual 

AR simulation process. The data from the IDE console 

represents the real process, while the data from the Unity 

console represents the virtual AR simulation process. 

Therefore, to investigate the delay of data transfer from real 

to virtual process using this Apps, the time delay was 

calculated by deducting real process time from virtual process 

time. From the resulting timestamps that were collected 

during the sorting of colored cubes, the time delay was 

calculated. 

 
Fig (12) Graph of Delay (ms) against no. of red cubes 

 

 
Fig (13) Graph of Delay (ms) against no. of yellow cubes 

 

 
Fig (14) Graph of Delay (ms) against no. of blue cubes 

 

It is interesting to note that all three tests for three different 

colored cubes in this study show the average time delay that 

is lower than the Standard Time Delay. Thus, from the graph 

in figure (12), figure (13), and figure (14), the respective 

average time delay obtained were as follows:  
 

                           (1) 

                         (2) 

                           (3) 

 

Therefore, the average time delay can be calculated as below: 
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The value of          was rounded off from             

to       . Thus, by comparing the Standard Time Delay 

which is 250ms, to the calculated          which is 224ms, 

it has been shown that the value of average delay for the AR 

Simulation Apps is considered acceptable in the means of 

data transfer efficiency in IoT applications. Consequently, 

this result reflects the objectives for this research paper in 

which to investigate the efficiency of the AR Simulation 

application. However, the value of delay for AR-Simulasi 

Apps had shown that the value is near to the Standard 

Maximum Delay: 

 
           

     
            

 

4. CONCLUSIONS 
The remote monitoring device was developed by using the 

AR visualization approach. This was established by applying 

the programming algorithm to the connection between 

several mediums. The mediums involved in this research 

paper were consisting of three sections, which were the real 

process, the cloud service, and the virtual AR process. The 

data transfer between each of these mediums was processed 

by the real-time data collection that was done during the 

process. However, to achieve the stable data values, the 

process was repeated several times until a stable value 

between 200ms to 250 ms was to be achieved. 

The findings of this research paper suggest that the virtual 

conveyor shall be reprogrammed in future research, so it 

follows the frame area of the camera to prevent the AR 

projection from disappearing during the monitoring process. 

When the camera gets too close to the AR marker, for 

example, the virtual conveyor vanishes. There have been 

many attempts to solve the problem in previous researches. 

This problem could interrupt the monitoring process if the 

phone camera is not correctly positioned to catch the AR 

marker at a particular distance. Despite the issue, the color 

sorting process continued as normal after the virtual conveyor 

vanished and reappeared on the computer. 

From the results obtained, the average time delay, 

          was compared with the Standard Time Delay for 

real-time IoT devices. The value of Standard Time Delay is 

     , as mentioned in a previous study on automation and 

control by Brandt, A. in his publication journal in 2015 [20].  

It has shown from the time delay that the efficiency in 

percentage is 10.4% for data transfer between real process 

and virtual process, with only a 10.4% difference from the 

Standard Maximum Delay value. Since the value of delay is 

near the maximum permitted delay value, this issue ought to 

be improved in the future to prevent extended delay time due 

to poor connections and other possible technical and wireless 

issues. Therefore, the high value of delay for the application 

may possibly be due to several main causes in which some of 

them is due to many constrained nodes with limited 

processing power and memory. The routers are linked by 

unstable connectors that normally support only low data 

transfer rates, resulting in low transmission rates. Thus, to 

handle these issues, further machine learning shall be done in 

future research endeavors within this field of study. 
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